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“NSF Cyberinfrastructure Vision for 21st 
Century Discovery”

1. Distributed, 
scalable up to 

petaFLOPS HPC

2. Data, data 
analysis, 

visualization

3. Collaboratories, observatories, 
virtual organizations

includes networking, 
middleware, systems 

software

“sophisticated” science application software

includes data to and 
from instruments

4. Education and Workforce

• provide sustainable and evolving CI that is secure, efficient, 
reliable, accessible, usable, and interoperable

• provide access to world-class tools and services

From Draft 7.1 CI Plan at

www.nsf.gov/oci/

Source: Dan Atkins, NSF Office of Cyberinfrastructure
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TeraGrid A National Production CI Facility

SDSC TACC

UC/ANL

NCSA

ORNL

PU
IU

PSC
NCAR

20+ Distinct Computing Resources
 (>150TF today; ~600TF by 8/2007)
100+ Data Collections

USC/ISI

Caltech

UNC

UW

Phase I:  2001-2004 Design, Deploy, Expand 
Phase II: 2005-2010 Operation & Enhancement
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TeraGrid Mission

• TeraGrid provides integrated, persistent, and pioneering 
computational resources that will significantly improve our 
nation’s ability and capacity to gain new insights into our 
most challenging research questions and societal 
problems. 

–Our vision requires an integrated approach to the scientific 
workflow including obtaining access, application 
development and execution, data analysis, collaboration and 
data management.

–These capabilities must be accessible broadly to the 
science, engineering, and education community.
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TeraGrid Projects by Institution

Blue: 10 or more PI’s
Red: 5-9 PI’s
Yellow: 2-4 PI’s
Green: 1 PI

1000 projects, 4000 users



November 2006

 
Charlie Catlett (cec@uchicago.edu)

TeraGrid Usage

1000 projects, 4000 users

Molecular
Biosciences

Physics

Astronomical
SciencesChemistry

Materials
Research

Molecular
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Real-Time Usage Mashup

Alpha version Mashup tool - Maytal Dahan, Texas Advanced Computing Center (maytal@tacc.utexas.edu)

521 Jobs running across 12,090 processors at 21:29:31 11/12/2006
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TeraGrid User Portal

TeraGrid User Portal - 
Eric Roberts, Texas Advanced 
Computing Center 
(ericrobe@tacc.utexas.edu)

Tracking usage for my allocations

Managing 
Credentials

Current State of 
all Resources
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Continuing to Improve User Tools

Deadline prediction - Network Weather Service “Batch Queue Prediction” (BQP) - Rich Wolski (rich@cs.ucsb.edu)
Wait time prediction - Warren Smith (wsmith@tacc.utexas.edu)

Alpha-test
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Broader Engagement

• How can TeraGrid engage the broader science, 
engineering, and education community in 
leveraging and creating discovery?

• TeraGrid Strategies for Engagement
–Science Gateways

•Empower community-designed, led, supported infrastructure
–Education and Training Initiatives

•Create and support a community of educators and faculty
–Campus Partnerships

• New partnership programs (TeraGrid, OSG, Internet2)
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TeraGrid Science Gateways Initiative:
Community Interface to Grids

• Common Web Portal or application interfaces (database access, 
computation, workflow, etc), exploit standards (primarily web services)
• “Back-End” use of grid services such as computation, information 
management, visualization, etc.
• Standard approaches so that science gateways may readily access 
resources in any cooperating Grid without technical modification.

TeraGridGrid-X Grid-Y

Web Services
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Science Gateway Partners

Science Gateways access via the TeraGrid User Portal (portal.teragrid.org).
Additional gateways are currently working with TeraGrid to join this list of active gateways.
For more information please contact Nancy Wilkins-Diehr (wilkinsn@sdsc.edu)
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Visit us on the Show floor!

Grid Infrastructure Group
Argonne National Laboratory/ University of Chicago

Indiana University
National Center for Atmospheric Research

National Center for Supercomputing Applications
Oak Ridge National Laboratory

Pittsburgh Supercomputing Center
Purdue University

San Diego Supercomputer Center
Texas Advanced Computing Center


